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1. Revised 2 features

- Grouped the ‘Sum total of Total

Discharged’ by Provider Name, and State

- ‘Median Score by Provider’ grouped by

the Provider Name, and State

2. Drop 7 variables with high multi-

collinearity

3. Split to train_test:

- 75% split, train has 75% of the data.

- Now, for the test data, I will be using the

entire 100% data, as even the train data has

anomalies.

Considerations
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Heatmap for multi-collinearity



kNN Clustering
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1

2

Model

Scores

The average scores go from -0.5 to 120. So, I make a

subset with scores less than 4.0 to visualize better.

Build initial model, and check stability by using the

‘Average’ aggregate method

3 Reasonable Boundaries

I will chose 3 different cut points,which are:

0.0

1.0

5.0

This will result in a 4 cluster analysis.



kNN Clustering
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4 Clusters

Check the statistics of the 4 clusters.

Here, I am showing the percentage of data points in each cluster



Cluster Evaluation

Cluster wise variable Averages
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Cluster 3 and 4 have less than 5% of the total data points

Out of these two clusters, cluster 4 has extremes or high

standard deviation from mean for some variables, and hence, I

will consider this cluster as suspicious.

Feature-wise cluster EDA will be imperative to justify this claim.

On the right, I evaluate a feature ‘Median Score’
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Cluster Evaluation
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Scores

y-by-average-score gives us insights about the

clusters which are anomalies, as the anomalies might

have a very high score compared to others.

I see that cluster 4 has a score almost 13-14 times

higher than all other clusters. So, I can safely

conclude that Cluster 4 is highly suspicious.

6

So, I would pass on the 256 specific entries of the Cluster 4 to the relevant authorities, and call for

further investigation on each of the entries, to understand of they are true anomalies. I will provide

all the reasoning as I have highlighted above, as to the differences in the means, and walk through

the process I have done.



PCA Clustering
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1

2

Model

Scores

The scores go from -0.1 to 70. So I make a subset of

scores less than 4.0 to visualize better.

Build initial model, and check stability by using the

‘Average’ aggregate method

3 Reasonable Boundaries

I will chose 3 different cut points,which are:

0.0

1.0

5.0

This will result in a 4 cluster model.



kNN Clustering
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4 Clusters

Check the statistics of the 4 clusters.

Here, I am showing the percentage of data points in each cluster



Cluster Evaluation

Cluster wise variable Averages
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Cluster 2, 3 and 4 have less than 5% of the total data points

Out of these three clusters, cluster 4 has extremes or high

standard deviation from mean for some variables, and hence, I

will consider this cluster as suspicious.

Feature-wise cluster EDA will be imperative to justify this claim.

On the right, I evaluate a feature ‘Out of Pocket Payment’
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Cluster Evaluation
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Scores

y-by-average-score gives us insights about the

clusters which are anomalies, as the anomalies might

have a very high score compared to others.

I see that cluster 4 has a score almost 13-14 times

higher than all other clusters. So, I can safely

conclude that Cluster 4 is highly suspicious.

6

So, I would pass on the 638 specific entries of the Cluster 4 to the relevant authorities, and call for

further investigation on each of the entries, to understand of they are true anomalies. I will provide

all the reasoning as I have highlighted above, as to the differences in the means, and walk through

the process I have done.


